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Interactive DR in the configuration space

y = f(y.
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Projections

y(t) evolves
according to f (natural dynamics)
and u (forced dynamics)
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x1(t),...,xgo(t)

if X(t) reaches a steady state

x fort - co —> 0= f(y’, (x",w))

assuming the system is locally stable,
this implies that for a given xo
DR projection converges to Yo

tracking time-varying input datasets
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Conceptual model for user interaction

The final result (k%,y") mainly
depends on the input data x to
be analyzed, assuming that the
user is not influenced by other
factors.

input
dataset

x(t)

This results in a coupled sys-
tem containing the current user’s
knowledge and the current pro-
jection, that models the interac-
tion between the user and the
DR algorithm.

DR algorithm

DR visualization
y

\%%
steerable DR parameters

The quality of the final knowl-
edge k' depends on a good de-
sign exploiting the synergy be-
tween the algorithm f() the
user’s mind capabilities g() and
the interaction h().

user

context vector

and exogenous factors (input data and parameters)

The motion law in the projection CS depends

Dimensionality Reduction

Abstract. In this work, we present a conceptual approach to the conver-
gence dynamics of interactive dimensionality reduction (iDR) algorithms
from the perspective of a well stablished theoretical model, namely state-
space theory. The expected benefits are twofold: 1) suggesting new ways
to import well known ideas from the state-space theory that help in the
characterization and development of iDR algorithms and 2) providing a
conceptual model for user interaction in iDR algorithms, that can be easily
adopted for future interactive machine learning (iML) tools.

State-space dynamics in the configuration space

y = f(y,u) 5(1)

During DR algorithm execution
the state (i.e. the whole projection set)
evolves until convergence

steady state
t o8 (convergence of DR algorithm)
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exogenous (forced) inputs

input data set in its config. space
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problem dependent

Xe(A) =

introducing class knowledge
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user-steerable A
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f can be interpreted as
the gradient of the cost function

algorithm discrete approximation: of the DR algorithm
parameters y(t+1)=y(t) + At - f(y(t),u(t)) > fy.u) 9.J (v, u)
y,u) =
0
xé,azé...,azg,wl,wz,...,wm) Y
user
steerable

user-steerable DR
parameters

(e.g. w' = (Dii)
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steering DR optimization parameters

The original dataset and class

centroids in the input space can be
combined into an extended input
space of 2n dimensions. A user
steered parameter A can be used to
interactively weight the subspace of
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The user can interactively tune
the weights Wi of the metric used
to compute the point distances.
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The knowledge of the user
evolves depending on the visu-
alization and the current knowl-
edge state as k = g(k,y)

Based on the current state of the
user’s knowledge k and the cur-
rent projection state y, the user
steers the DR configuration pa-
rameters as w = h(k,y) to re-
compute the projection, accord-
ing to new criteria that better
meet the user’s interest.

In control theory, this equation
can be seen as a control law, since
it defines an input value u (de-
pending on w) that manipulates
the dynamical system, according
to some target (here, maximizing
user’s knowledge), based on the
information of the current sys-
tem state.
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Stability analysis of DR algorithms

Analysis of local dynamics of DR Potential applications

The state space approach allows to analyze the DR from a dy- Existence of convergence (stability)
namic point of view. Small variations around the equilibrium

boint 0 allow us to consider the linear model The existence of convergence checking for the stability condition

Re(A;) < 0 for all eigenvalues.

Eigenvalue tracking could be used to visualize the influence of con-
text (e.g. algorithm parameters or even input data configurations)
in stability

y = Ay + Bu

Comparison of DR algorithms

This paves the way for rigorous local analysis of stability and dy-
namical behavior of iDR convergence, based on eigenmode analy-
sis of the state matrix

Numerical characterization of DR algorithms dynamics by K dom-
inant eigenmodes could potentially be used for comparing algo-
rithms according to their dynamical behavior, allowing also to
elaborate taxonomies.

A 8 f(y, u) Improvement of DR algorithms
o 8y A better understanding of the dynamics of DR algorithms and the
© possibility to explicitly determine the local dynamical behavior,
paves the way for strategies to improve the global stability using,
for instance, adaptive tuning of DR algorithms
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